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Chapter [ : Poiggon Digtribution

a) Poiseon distribution X~Po (A), where A repregente congtant average rate

e~ Axx

x!

P(X=x)= x=0,1,2,3, ... to infinity
Eg : X~po (2)
O(X=4):(e?)2%) = 09022
4l
iO(X>4):1-e? | +2+22+2%+ 24
( 20 31 4l

) S 00527

mean and variance are both the A value

b) Doiggon digtribution ag an approximation to the binomial digtribution

X~B (H,p) ; X~Do (A)

p=np - p=A
1 80x0I0=8" X~0o(8)

Eq: X~B (80, 010)

I+8+&> = 001375

eﬁ
X can be approximated by Polnp) if P(X<2)= ( 9]

n g large, p ie small and np > 5

¢) Normal digtribution ag-an approximation o Poiegon dictribution

X~Do (A) ;o X~Nly, 0®) Continuity correction ig required gince you are uging
Var = npq Var = ¢2 a continuoug digtribution ag an approximation to a
Can be approximated if A > 15 (large) digcrete distribution

Fg: X-Pa(30) P (25205-50)
P( X <20) V30
P(Z< -1734)

p=1[-09586=00414




Chapter 2 : Linear combinationg of random variableg

a) Mean and variance

E(aX) = a E(X)
Var (aX) = a2 Var(X)

ElaX +b)=aE(X)+b
Var (aX +b) = a2 Var(X) |variance i¢ not affected by +b

Eg : The random variable X hag mean 20 and variance 4.
i) 3X -2

i) 6X + |

Mean = 2] and Variance = 25

Mean = 58 and Variance = [0

b) Sume and differenceg of independent random variableg

ElaX £bY +e)=aE(X)+bEY)xe
Var (aX £ bY + ¢) = g% Var(X) + (-b)* Var(Y)
= 32 Var(X) + b? Var(Y)

Variance ie not affected by ¢ and ig

alwayg added

Eg: X and Y are independent variables such that E(X) = 8, Var (X) =2,
E(Y) =10 and Var(Y) = 3. Find the mean and variance of 3X +2Y

Mean : 3(8) + 2(I0) = 44
Variance : 3% (2) + 2%(3) = 30

[ndependant observation

If random variables are independent there ig no equare for variance

E(XI+ X2)=E(Xl) + E(X2)

=E(X) + E(X)

=2 E(X)

Var(Xl + X2) = Var(X!) + Var(X2)

= Var(X) + Var(X)
=2 Var(X)

X1+ Xz

2X

Mean

E(X; + X2) =2 E(Y)

E(2X) =2 E(X)

Variance

Var(X, + Xz) =2 Var(X) Var(2X) = 2° Var(X)




¢) The eum of independent Poiseon variables

[f X ~Po(A2) and Y ~ Do (A2 ) then X +Y ~ Do (A + A2)

Mean and variance are both At + A2

Chapter 3 : Continuoug Random Variable

a) Probability dengity function

b
Pla<X<b)= j f(x)dx

Area under the graph = |

b) Mean and variance

Mean : j x f(x) dx Variance : J x2 f(x) dx — u?

¢) Median and quartileg . .
J, f) = > for median

[f the continuoug random variable Xig defined by

ql 1 .
=- forl til
ite probability density function for a < x < b then Ja 7 =5 forlower quartile

S : ’ f(x) = % for upper quartile

Chapter < : Sampling and estimation 2
— n
a) Sample mean and variance X The etandard deviaﬁg\’ vn

B = of the digtribution of gample

Var(X) = >~ ia known ag etandard error

b) Central limit theorem

+If X ig normally distributed then X will also be normally digtributed.

+ If X ie not normally distributed but n i¢ large then the digtribution of X can be approximately normally
distributed.

- When the normal digtribution i uged ag an approximation to a digcrete digtribution a continuity correction
ig needed.




¢) Confidence interval

= 2
95% confidence interval for u if X~N (u, Z )

n

0.95

U b - u c

If 100 samples are taken, 95 of the samples are said to contain the population mean or

A ahd B are kﬂOlUn ag OOﬂﬁdeﬂOQ hmlfg P (interval contains x) = 0.95.
a%

\ . _ o _ o
The a% of confidence interval (x —ie B4 zﬁ)

iQ
The width of the 0% confidence intervalie 2 X z %

Chapter 5 : Hypothesig tegting

Null hypothesie Ho : hypothegie that we ageume to be correet unlesg proven otherwice

Alt hypothegie Hi : telle ug the value of population parameter if our aggumption-ig shown to be wrong
Critical region : the range of valueg of the tegt centre etate that need you to rejecting Ho

Critical value : boundarieg of the critical region

Level of cignificance : threchold probability that varieg depending on nature of the problem

a) Critical region Range of values for which you reject the null
hypothegie is known ag critical region

For a 5% significance level
i) Upper tail: critical value at c,
the critical region consists of values greater than or equal to ¢ such that P(X > ¢) <0.05
ii) Lower tail: critical value at ¢,
the critical region consists of values less than or equal to ¢ such that P(X < ¢) <0.05
i) Two-tail: critical value at ¢; and ¢,
the critical region consists of values greater than or equal to ¢ such that P(X > ¢;) <0.025

and values less than or equal to ¢ such that P(X'< ¢2) <0.025




b) Hypothegis testing

Step I: Define the variable and ite distribution

Step 2: State the null hypothesie, HO and the alternative hypothesis, Hl

Step 3: State the rejection rule (either a probability statement or critical region)

Step 4 Find whether the test value lies in the critical region by caleulating the probability
and comparing to significant level.

Step 5: Make your conclugion in statictical termg

One tailed hypothegie Hy:6 = m H,:0 =m
Hi:0 >m Hi:0 <m
Reject Ho if P(X 2 x) < o< % Reject Ho if P(X < x) < « %

Two-tailed hypothegis :1z ::

RejectifP(XZx)S%oc or P(ng)sioc

¢) Type [ and type Il errorg

Type [ error is made when true Ho hypothesis ig rejected
Type [l error ig made when falge Hris rejected

*To find the probability of a Type [l error you mugt

be given a gpecific value for alternative Hi
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